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Backpropagation in CNNs

● In the backward pass, we have the derivatives of 
the loss w.r.t the next layer

● Mainly need to calculate the derivatives of
○ Input of conv layer
○ Weights/Filter of conv layer



Backprop in CNN with single stride

● Let us consider an example with stride 1 both in horizontal and vertical direction
● We have Input X and Filter as shown



Forward Pass

● Convolution between Input X and Filter F results in an output O as shown:



Forward Pass

● Convolution between Input X and Filter F results in an output O as shown:



Computing Derivatives
● We want to calculate derivatives of output O w.r.t. Input X and Filter F



Derivative of Loss w.r.t Filter

● We can apply chain rule as follows

O: affine output of current layer



Derivative of Loss w.r.t Filter

● We can expand the chain rule summation as follows:



Derivative of Loss w.r.t Filter

Forward Pass Equations Backward Equations



Derivative of Loss w.r.t Filter

If you look at this operation closely, it could be computed by convolving the input map 
with output affine derivative map

Can be viewed as convolution of input 

and affine derivative

Loss Derivative Equations



Derivative of Loss w.r.t Input

● Simplifying for the local derivative we get



Derivative of Loss w.r.t Input

Forward Pass Equations Backward Equations



Derivative of Loss w.r.t Input

● SImplifying computation:
○ Flip the Filter horizontally and vertically



Derivative of Loss w.r.t Input

● SImplifying computation:
○ Flip the Filter horizontally and vertically
○ Perform Full Convolution of flipped filter with the affine derivatives



Takeaway - Stride 1 BackProp

● Both the forward and backward pass of a convolution layer can be viewed as 
Convolution operations



Backprop in CNN stride > 1

● Let us consider an example with stride > 1 both in horizontal and vertical 
direction

● We have Input X and Filter as shown



Forward Pass for stride > 1

● Let us consider an example with stride > 1 both in horizontal and vertical 
direction

● We have Input X and Filter as shown



Forward Pass for stride > 1

● Forward Pass Equations



Derivative of Loss w.r.t. Filter

● Given the output derivative map we have to find the derivative of Loss w.r.t every 
Filter element



Derivative of Loss w.r.t. Filter

● Derivative of Loss w.r.t. f00



Derivative of Loss w.r.t. Filter

● Derivative of Loss w.r.t. f01



Derivative of Loss w.r.t. Filter

● Derivative of Loss w.r.t. f11



Derivative of Loss w.r.t. Filter

● Derivative of Loss w.r.t. f22



Derivative of Loss w.r.t. Filter

● To view the operation as a convolution operation we need to modify the output 
derivative map as follows: 
○ Dilate/Upsample with stride-1 zeros



Derivative of Loss w.r.t. Filter

Convolution(Input, Upsampled output derivative map)



Derivative of Loss w.r.t. Input

● We have to find Derivative of Loss w.r.t to every input which is given as follows:



Derivative of Loss w.r.t. Input

● We have to find Derivative of Loss w.r.t x22



Convolution in Backprop
● In order to view the previous operation as convolution, we will have to do 

following modifications -
○ Dilate/Upsample output derivative map with stride - 1
○ Pad the output derivative map with kernel_width - 1 & kernel_height - 1



Convolution in Backprop

● In order to view the previous operation as convolution, we will have to do 
following modifications -
○ Dilate/Upsample output derivative map with stride - 1
○ Pad output derivative map with kernel_width - 1 and kernel_height - 1
○ Flip the filter horizontally and vertically



Derivative of Loss w.r.t Input

Convolution (Flipped Filter,  Padded and Upsampled Output Derivative
Map)



Takeaway - Stride > 1 BackProp

● Both the forward and backward pass of a convolution layer can be viewed as 
Convolution operations

● Derivative of Loss w.r.t filter

Convolution(Input, Upsampled output derivative map)

● Derivative of Loss w.r.t. Input

Convolution (Flipped Filter,  Padded and Upsampled Output Derivative 
Map)



Takeaway - Stride > 1 BackProp

● Stride > 1 Backpropagation can also be viewed as

Upsample Output Derivative Map Stride 1 Convolution Backward

Here, =



BackProp: Derivative of 
Loss w.r.t Input

Filter and it’s flipped version

Convolve with Padded 

and upsampled 

Output Derivative Map
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