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“This (GANS), and the variations that are now being proposed is the most interesting idea in the last 10 years in ML, in my opinion”

—Yann LeCun
Video: https://www.youtube.com/watch?v=QiiSAvKjIHo
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\[ x \sim \text{(training set)} \quad \rightarrow \quad \text{Encoder} \quad \rightarrow \quad \text{Decoder} \]

\[ \text{Encoder} \quad \rightarrow \quad P(z) \quad \rightarrow \quad \text{Decoder} \]

\[ \mu \quad \rightarrow \quad \sigma \]
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Neural Networks
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Which network should I train first?

Discriminator!

But with what training data?

The Discriminator is a Binary classifier.
The Discriminator has two class - Real and Fake.
The data for Real class if already given: THE TRAINING DATA
The data for Fake class? -> generate from the Generator
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But how? What’s our training objective?

Generate images from the Generator such that they are classified incorrectly by the Discriminator!
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Step 1:
Train the Discriminator *using the current ability* of the Generator.
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Step 1: Train the Discriminator using the current ability of the Generator.

Step 2: Train the Generator to beat the Discriminator.
MNIST AND FASHION-MNIST