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- He **knows** neural nets
- He has brilliant **intuitions**
- He proposes hacky heuristics that **work**
  But......
- He rarely ever gives **proofs**
- That's **your** job
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- Mixtures of products of experts
- Dropout = SGD + random coordinate descent?