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Sequential Data

1. Predicting the next word
a. “Never gonna give you up. Never gonna let you ____.”

2. Filling in missing word
a. “Hey, I just met you and this is ____, but here’s my number. So call me, maybe.”

3. Vocab identification from speech
a. “Heh-low-wer-l-d” -> “Hello World"

4. Machine translation
a. “Hello World” -> “안녕하세요  세계"

5. Many other tasks…
a. Speech transcription
b. Text classification
c. Text generation
d. Stock price movement prediction



Data Types and Modeling

(https://i.stack.imgur.com/b4sus.jpg)



RNN Example: Math Proof Generation in Latex

(https://karpathy.github.io/2015/05/21/rnn-effectiveness/)



RNN Example: Linux Source Code Generation

(https://karpathy.github.io/2015/05/21/rnn-effectiveness/)



Recurrent Neural Networks

- Looping network
- Parameter sharing across 

timesteps
- Derivatives aggregated across all 

time steps
- “Backpropagation through time 

(BPTT)”

(http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



RNN Unrolled

(http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTM Cell from Lecture

(Gers and Schmidhuber 2000: Recurrent Nets that Time and Count)



LSTM Cell from Wikipedia



GRU Cell

GRUs can’t count! (Weiss et al. 2018: On the Practical Computational 
Power of Finite Precision RNNs for Language Recognition)



Bidirectional RNN



Caution in PyTorch Implementation

Questions:
1. What are weight_ih and weight_hh?
2. How to interpret the dimensions?
3. Which version of LSTM is this?
4. How should you use initialization (e.g. Xavier, Kaiming)?



Caution in PyTorch Implementation

Questions:
1. What are weight_ih and weight_hh? Input weights and hidden weights
2. How to interpret the dimensions? Input, forget, cell, and output weights stacked (reference)

3. Which version of LSTM is this? Wikipedia version (no peephole connection)
4. How should you use initialization (e.g. Xavier, Kaiming)? For any initialization using 

fan_out, we initialize each one of four (three if GRU) matrices separately

https://discuss.pytorch.org/t/lstm-gru-gate-weights/2807


Performance per LSTM Component
(Greff et al. 2017: LSTM: A Search Space Odyssey)

CIFG: GRU, NP: No peepholes, FGR: Full gate recurrence, NOG: No output gate, NIG: No input gate, NFG: No forget gate, 
NIAF: No input activation function, NOAF: No output activation function)



Performance per LSTM Component

(Jozefowicz et al. 2015: An Empirical Exploration of Recurrent Network Architectures)



Interpretability of LSTM Cells

(Karpathy et al. 2015: Visualizing and Understanding Recurrent Networks)



Interpretability of LSTM Cells

(Karpathy et al. 2015: Visualizing and Understanding Recurrent Networks)



Interpretability of LSTM Cells

(Radford et al. 2017: Learning to Generate Reviews and Discovering Sentiment)


