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WHAT ARE GANS?
Generative Adversarial Networks:

Generative -> Generative Models -> 

Learn the underlying distribution, from which our

dataset comes from, e.g. VAE

Adversarial -> Adversarial Training ->

Not only made up with generator, but also add an 

adversarial network, which two trying to beat each 

other.

Networks -> Neural Networks

GOAL: 

Generate data from an unlabelled distribution



POLL
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HOW TO TRAIN A GAN?

GeneratorDiscriminator

Step 1:
Train the Discriminator  

using the current 

ability of the 

Generator.

Step 2:
Train the Generator  

to beat

the Discriminator.



HOW TO TRAIN A GAN?

Step 1: Train the Discriminator

Discriminator -> Binary classifier classifying data into real/false.

Real data -> Real data

False data -> Outputs from Generator

Goal:

Chances real data are classified as real data are maximized

Chances fake data are classified as fake data are maximized



HOW TO TRAIN A GAN?

Step 2: Train the Generator

Goal:

Chances that generated data are classified incorrectly 

by Discriminator are maximized



HOW TO TRAIN A GAN?
Discriminator -> D(X; θ);

Generator -> G(Z; θ)

PD -> actual data distribution

PG -> generated data distribution

D(X) : Output of the discriminator 

Probability that X came from  actual data 

distribution PD

G(Z) ~ PG: Output of the generator



HOW TO TRAIN A GAN?
Discriminator -> D(X; θ):

Goal: 

Chances of real data are 

classified as real is maximized

Chances of fake data are 

classified as fake is maximized

F𝑜𝑟 𝑋 ~ 𝑃𝐷, 𝐷 𝑋 𝑖𝑠 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑑 F𝑜𝑟 𝑋 ~ 𝑃𝐺 , 𝐷 𝑋 𝑖𝑠 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑑
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HOW TO TRAIN A GAN?

Put it together:

GANs’ objective is formulated as:

min
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HOW TO TRAIN A GAN?
GANs’ objective：

min
𝜃𝐺

2 ∗ 𝐽𝑆𝐷(𝑃𝐷| 𝑃𝐺 − log 4

Minimize JSD between PD and PG



Story So Far
GANs’ objective：

min
𝜃𝐺

2 ∗ 𝐽𝑆𝐷(𝑃𝐷| 𝑃𝐺 − log 4

Minimize JSD between PD and PG

Min – Max Stationary points exists and need not be stable
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ADVERSARIAL BALANCE IN TWO 

PLAYER GAMES: ROCK-PAPER-SCISSORS

CASE - 1: Player A plays rock-paper-scissors with a probability of
(0.36, 0.32, 0.32)
What is your best strategy ?
What is your probability of wining?
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ADVERSARIAL BALANCE IN TWO 

PLAYER GAMES: ROCK-PAPER-SCISSORS

CASE - 1: Player A plays rock-paper-scissors with a probability of
(0.36, 0.32, 0.32)
Now if player B optimizes all the way its optimal strategy 

is to choose paper first (0,1,0)
Seeing this player, A will now choose scissor (0,0,1)
Seeing this player B will now choose rock (1,0,0)

………………. This will keep on going and no stabilization
can be achieved.



TRAINING ISSUES IN GAN

The two training issues is GAN are as follows:
Oscillations
Mode Collapse : Generates a small subspace 

but does not  cover the entire distribution.
You tube video: https://www.youtube.com/watch?v=ktxhiKhWoEE



IMPROVED TECHNIQUES FOR 
TRAINING GAN

A collection of interesting techniques and experiments:

Feature Matching

Minibatch Discrimination

Historical Averaging

One-sided Label Smoothing

Virtual Batch Normalization



FEATURE MATCHING



MINIBATCH DISCRIMINATION



HISTORICAL AVERAGING



ONE-SIDED LABEL SMOOTHING



VIRTUAL BATCH NORMALIZATION
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Recap

VAE GANs

KL Divergence JS Divergence



KL-DIVERGENCE

Let θ be the distance between the two peaks of the distribution  
If θ ≠ 0, KL(P||Q) = 1 log(1/0) = ∞

If θ = 0, KL(P||Q) = 1 log(1/1) = 0

Not differentiable w.r.t θ

P(X) Q(X)

X = 0 X = 1



JENSON-SHANON DIVERGENCE

Let θ be the distance between the two peaks of the distribution
If θ ≠ 0, JSD(P||Q) = 0.5 * (1 log(1/0.5) + 1 log(1/0.5)) = log4  

If θ = 0, JSD(P||Q) = 0.5 * (1 log(1/1) + 1 log(1/1)) = 0

Not differentiable w.r.t θ

P(X) Q(X)

X = 0 X = 1



Problem here

Both KLD and JSD do not tell how far we currently are w.r.t.
the true distribution.

And by the way, they are not differentiable w.r.t. the distance θ

And we desire something could tell us how far we currently are 
w.r.t. the true distribution.

And maybe differentiable w.r.t. the distance θ



WASSERSTEIN DISTANCE

• The distance between probability distributions

• Intuitively: Minimum cost of turning one pile of dirt into another pile of dirt, when both 
distributions are treated as pile of dirt.

• The total Σ mass × mean distance required to transform one distribution to another

Red points, Blue points represent two different 
distributions.



Red points, Blue points represent two different 
distributions.

WASSERSTEIN DISTANCE



W(P,Q) = | θ |

Differentiable w.r.t θ !!

P(X) Q(X)

X = 0 X = 1

WASSERSTEIN DISTANCE



WASSERSTEIN (EM) VS JSD

• Distance value is not constant for non-overlapping 
distributions

• Differentiable w.r.t θ



Story So Far

VAE GANs WGANs

KL Divergence Jenson-

Shanon  

Divergence

Wasserstein  

Distance



WGAN

Kantorovich-Rubinstein duality

D should be a 1-Lipschitz function:

A function is K-Lipschitz if its gradients are at most K everywhere.

Done by weight clipping:

Restrict weights between [-c, c]



WGAN-GP

Gradient penalty introduces a softer constraint on gradients
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Story So Far

What’s the input of Generator?



Story So Far

What’s the input of Generator?

Z ~ PZ



Story So Far

Supposed we have got trained a vanilla GAN/ WGAN;

Luckily it works and generate great results;

I want to use the generator to generate my selfie, what to 

do?



Conditional GAN

Intuitively, the Discriminator want to will only 

give the real data that fit the condition 

information high value;

The Generator wants to generate fake data that 

fool the discriminator.

What should be the condition information y?



Conditional GAN

Quite flexible:

y -> one-hot, real images;

y’s representation;

Output of discriminator; -> one score / two scores

Applications:

Text-to-image

Image-to-image

Speech Enhancement

Video Generation
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GANS PROGRESSION

https://twitter.com/goodfellow_ian/status/1084973596236144640?lang=en

• Better quality

• High Resolution





















QUESTIONS?


