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Image	Basics
vImages	are	nothing	but	a	function	of	Intensity	values		f(x,	y)	=	Intensity	at	(x,	y)	
pixel

vSingle	channel	– single	2D	Image	(M	x	N)	– grayscale	



Image	Basics
vMultichannel	images	are	formed	by	
stacking	many	grayscale	images	together

vColor	image:
q3	Channels	RGB
qShape:	(3	x	M	x	N)	or	(M	x	N	x	3)



MLP	vs	CNN

MLP CNN

Feature	vector	to	feature	vector

Feature	map	to	feature	map



CNN	Components
vAny	NN	will	have	an	input	and	weights	(also	bias)

vConsider	the	components	for	a	single	channel	input
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CNN	Components
vAny	NN	will	have	an	input	and	weights	(also	bias)

vConsider	the	components	for	a	single	channel	input

x11 x12 x13 x14

x21 x22 x23 x24

x31 x32 x33 x34

x41 x42 x43 x44

w11 w12

w21 w22

b1

Input	
A

Kernel	
W

Bias
b

Z	=	A	⊗W	+	b
What	is	this		⊗ ?🤔



CNN	Steps
vNothing	but	an	element	wise	product	and	summation



CNN	Steps
vNothing	but	an	element	wise	product	and	summation
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CNN	Steps
vNothing	but	an	element	wise	product	and	summation
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CNN	Steps
vNothing	but	an	element	wise	product	and	summation
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CNN	Steps
vNothing	but	an	element	wise	product	and	summation
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CNN	Steps
vNothing	but	an	element	wise	product	and	summation
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CNN	Steps
vNothing	but	an	element	wise	product	and	summation

x11 x12 x13 x14

x21 x22 x23 x24

x31 x32 x33 x34

x41 x42 x43 x44
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z’11 z’12 z’13
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z’33	=	x33*w11	+	x34*w12	+	x43*w21	+	x44*w22

Kernel	crosses	1	pixel	at	each	step,	stride	=	1



CNN	Steps
vNothing	but	an	element	wise	product	and	summation

Final	step	is	to	add	bias	to	all	elements

z’11 z’12 z’13

z’21 z’22 z’23

z’31 z’32 z’33
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z31 z32 z33zij =	z’ij +	b1



CNN	Steps
vNote	is	that	the	output	map	size	is	decreased



CNN	Steps
vNote	is	that	the	output	map	size	is	decreased

vOutput	size	=	(Input_size – Kernel_size)//stride	+	1



CNN	Steps
vNote	is	that	the	output	map	size	is	decreased

vOutput	size	=	(Input_size – Kernel_size)//stride	+	1

Input	(4x4)
Kernel	(3x3)

Output	(2x2)
(stride	=	1)



CNN	Steps
vNote	is	that	the	output	map	size	is	decreased

vOutput	size	=	(Input_size – Kernel_size)//stride	+	1

vPad	and	convolve	to	conserve	size
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CNN	Steps
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CNN	stride	2	Example
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CNN	stride	2	Example



Interpreting	stride	>	1



Interpreting	stride	>	1
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Interpreting	stride	>	1
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Drop	intermediates



Multichannel	CNN
vWhen	input	has	multiple	channels,	kernel	has	the	same	number	of	channels

vEach	channel	of	the	kernel	convolves	with	the	corresponding	input	channel	to	produce	an	
output	channel	– all	output	maps	obtained	from	this	convolution	are	added	together

v1 filter	produces	1	output	channel.	N	filters	produce	N	output	channel



Multichannel	CNN
vWhen	input	has	multiple	channels,	kernel	has	the	same	number	of	channels

vEach	channel	of	the	kernel	convolves	with	the	corresponding	input	channel	to	produce	an	
output	channel	– all	output	maps	obtained	from	this	convolution	are	added	together

v1 filter	produces	1	output	channel.	N	filters	produce	N	output	channel

3	maps
Add	all	maps

Input Kernel



Multichannel	CNN



Multichannel	CNN
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Multichannel	CNN



Multichannel	CNN



Pooling
vStep	followed	by	convolution

vFor	jitter	invariance	(also	downsamples if	stride	>	1)



Pooling
vMax	Pooling
ØKernel_Size =	2x2;	stride	=	2

Max	among	12,	20,	8,	12	is	20



Pooling
vMean	Pooling
ØKernel_Size =	2x2;	stride	=	2
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